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ABSTRACT

This paper argues that the mainstream approaches to the theory of the firm do not provide a theory of the human capital-based or knowledge firm. We examine the neoclassical theory of the firm, the transaction cost model, the incentive-system approach and the Grossman Hart Moore approach and argue that none of them is able to fully capture the changes to the firm that the movement towards a knowledge economy entails. We also consider the effects of knowledge on the organisation of production. Will production take place within a single large factory, or several smaller factories or even within households?

I INTRODUCTION

John Kay makes the point that ‘[i]t is a cliche that we live today in a knowledge economy’ (Kay, 2005, p. 266).¹ In recent years, it has become common for politicians and commentators to argue that changes in technology, in particular information and communication technology (ICT), have become the major driver of economic growth, so much so that many commentators argue that we are now in a ‘new economy’.² For Alcaly (2003), the new economy developed in response to pressures from the application of information technologies in conjunction with increased global competition, deregulation and financial innovation. These factors have altered the whole business environment. Change is affecting not just markets but also firms within those markets.³ Rajan and
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¹ Sometimes also called the information economy, the digital economy, or the weightless economy. For more on the new economy see, for example, Alcaly (2003), Brynjolfsson and Kahin (2000), Coyle (2001), Oxley et al. (2008) and Shapiro and Varian (1999).

² Alcaly (2003, p. 4), for example, argues that:

. . . much is new about this new economy, particularly its signature information technology, the broad combination of technical equipment and know-how that enables us to process, store, and transmit information more efficiently. There have also been significant changes in the ways businesses operate, in the extent of trade and economic integration among nation – globalization – an in the influence and inventiveness of financial markets, including the stock and junk-bond markets.

³ Spulber (2008, p. 5, footnote 8) gives the origin of the word ‘firm’ as:

The word ‘firm’ derives from the Latin word ‘firmare’ referring to a signature that confirmed an agreement by designating the name of the business.
Zingales (2003, p. 80) argue that the combination of increased competition, changes in technology and widespread access to finance have reduced the advantages of the large, vertically integrated firm. Thus, they say, we should expect to see the largest firms shrinking and this, they claim, is in fact what we have seen. They go on to point out that these same factors have also affected the relationship between physical and human capital in firm’s creation of value and this is changing the organisational structure of the firm.

Human capital is replacing inanimate assets as the most important source of corporate capabilities and value. In both their organizational structure and their promotion and compensation policies, large firms are becoming more like professional partnerships.

(Rajan and Zingales, 2003, p. 90)

Further, Rajan and Zingales (2003, p. 87) argue that we are in fact seeing a new ‘kinder, gentler firm’. This is in response to the changing balance of power within firms driven by the increasing importance of the worker.

That firms are changing matters because firms are the institutional structure within which most economic activity takes place and so, as they change much of our economic lives change. Simon (1991, p. 27) makes this point about the importance of firms by asking us to envision a mythical visitor from Mars. This visitor approaches Earth from space equipped with a telescope that reveals social structures. What our visitor’s telescope would display is, according to Simon, that firms are the ‘dominant feature of the landscape’. For Simon, the view that our visitor would get of the developed world or parts of the old Soviet Union or areas of urban China or urban India is one where most of the economic activity takes place, not within markets or self-sufficient households, but within the framework of firms.

But despite the obvious empirical importance of the firm, when our visitor turns its attention to an overview of the theory that purports to explain this ‘dominant feature of the landscape’, its survey would reveal a somewhat peculiar looking theoretical terrain. As Hart (1989, p. 1757) has written:

An outsider to the field of economics would probably take it for granted that economists have a highly developed theory of the firm. After all, firms are the engines of growth of modern capitalistic economies, and so economists must surely have fairly sophisticated views of how they behave. In fact, little could be further from the truth. Most formal models of the firm are extremely rudimentary, capable only of portraying hypothetical firms that bear little relation to the complex organizations we see in the world. Furthermore, theories that attempt to incorporate real world features of corporations, partnerships and the like often lack precision and rigor, and have therefore failed, by and large, to be accepted by the theoretical mainstream.

While Hart’s point is made with reference to the orthodox view of the theory of the physical capital-based firm, it applies with even greater vengeance when we consider the human capital-based firm relevant to the knowledge or information economy. None of the textbook (neoclassical) model, the transaction cost model, the incentive-system approach and the Grossman Hart Moore (GHM) approach to the firm is able to fully capture the changes to the firm that the movement towards a knowledge economy entails. As knowledge becomes more important in the economy, human capital becomes more important to the firm and physical capital relatively less so. The major asset of a knowledge firm is its workers’ human capital. Crucially, this increases the workers’ importance and thus improves their outside options and changes the power relationships within the firm. Firms’ organisational structures are changing to reflect this new reality. On the other hand, the orthodox theories of the firm are, in the main, silent about the changes that this increase in the importance of human capital is bringing about. This essay will examine these theories in an attempt to delineate the reasons for this silence.

The most deafening silence comes from the neoclassical model. And for good reason. The model of the ‘firm’ found in most microeconomic textbooks is not a ‘theory of the firm’ in any meaningful sense. The output side of the neoclassical model is a theory of supply rather than a genuine theory of the firm. Many would date the beginning of a serious theory of the firm as recently as Knight (1921) or Coase (1937). Before Knight and Coase, we had discussions of pin factories, but the discussion was about the importance of the division of labour rather than being ‘an enquiry into the nature and causes of the firm’. As has been pointed out by Demsetz (1982, 1988, 1995), before Knight and Coase, the fundamental preoccupation of economists was with the price system and hence little attention was paid to the firm as an important economic entity.

The interest in the price system, culminating in the ‘perfect competition’ model, has its intellectual origins in the 18th-century debate between free traders and mercantilists. This debate was, to a large degree, about the proper scope of government in the economy and the model it gave rise to reflect this. The question implicitly at the centre of the debate was: Is central planning necessary to avoid the problems of a chaotic economic system? Adam Smith famously answered ‘no’. Smith ‘. . . realised that social harmony would emerge naturally as human beings struggled to find ways to live and work with each other.'
Freedom and self-interest need not lead to chaos, but – as if guided by an “invisible hand” would produce order and concord. They would also bring about the most efficient possible use of resources. As free people struck bargains with others – solely in order to better their own condition – the nation’s land, capital, skills, knowledge, time, enterprise and inventiveness would be drawn automatically and inevitably to the ends and purposes that people valued most highly. Thus the maintenance of a prospering social order did not require the continued supervision of kings and ministers. It would grow organically as a product of human nature’ (Butler, 2007, pp. 27–8). For economists, the 200 years following Smith involved a search for conditions under which the price system would not descend into chaos.

The formal model that arose from this search is one that abstracts from any form of centralised control in the economy. It is a model delineated by ‘perfect decentralisation’. Authority, be it in the form of a government or a firm or a household, plays no role in coordinating resources. The only parameters guiding decision making are those given within the model – tastes and technologies – and those determined impersonally on markets – prices. All parameters are outside the control of any of the economic agents and this effectively deprives all forms of authority a role in resource allocation.

In neoclassical theory, the firm is a ‘black box’ there to explain how changes in inputs lead to changes in outputs. The firm is a conceptualisation that represents, formally, the actions of the owners of inputs who place their inputs in the highest value uses, and makes sure that production is separated from consumption. The firm produces only for outsiders; there is no on-the-job or internal consumption, no self-sufficiency. In fact, there are no managers or employees to indulge in on the job consumption and as production is separated from consumption, no self-sufficiency. Production for outsiders is, according to Demsetz (1995, p. 9), the definition of a firm in the neoclassical model:

What is needed is a concept of the firm in which production is exclusively for sale to those formally outside the firm. This requirement defines the firm (for neoclassical theory), but it has little to do with the management of some by others. The firm in neoclassical theory is no more or less than a specialized unit of production, but it can be a one-person unit.

As inputs are combined in the optimal fashion by the actions of independent owners of inputs motivated solely by market prices, there is no need for ‘management of some by others’, there is no role for managers or employees. Also note that as competition assures the absence of profits and losses in equilibrium, there is no need to have a residual claimant and as there are no physical assets controlled by the ‘firm’, there are no (residual) control rights over these assets to allocate. This means that there is no role for owners of a firm.

For Smith, this would be an abstraction too far. Smith knew the importance of institutions to the proper functioning of the market economy. For a discussion of Smith’s thought see Kennedy (2005, 2008).
Within the neoclassical model of the price system, questions about the existence, definition and boundaries of the firm are to a large degree meaningless since firms, by any meaningful definition of that term, do not really exist. As Foss et al. (2000, p. 632) summarise it:

The pure analysis of the market institution leaves almost no room for the firm (Debreu, 1959). Under the assumption of a perfect set of contingent markets, as well as certain other restrictive assumptions, the model describes how markets may produce efficient outcomes. The question how organizations should be structured does not arise, because market-contracting perfectly solves all incentive and coordination issues. By assumption, firm behaviour (profit maximization) is invariant to institutional form (e.g. ownership structure). The whole economy can operate efficiently as one great system of markets, in which autonomous agents enter into very elaborate contracts with each other. However, by treating the firm itself as a black box, where internal structure, contracts, etc. disappear from the picture, there are many other issues that the theory cannot address. For example, the theory does not tell us why firms exist.

Given there is no serious modelling of the firm, there is no way to deal with the knowledge firm within this framework. There are no organisational problems or any internal decision-making process, in fact, there is no organisational structure at all and thus the advent of the knowledge economy cannot alter this nonexistent structure. As there is no role for managers or employees, there can be no role for human capital in the firm. But as was noted above, human capital is increasingly becoming the major creator of value in real firms.

The rest of this essay proceeds as follows. The contemporary mainstream approaches to the firm, and their shortcomings with regard to the human capital-based firm, are analysed in Sections II–IV. Section II covers the transaction cost approach, Section III looks at the incentive-system theory while Section IV considers the GHM model along with two extensions. Section V looks at the effects that knowledge and information have on the location of production, Section VI briefly covers related parts of the management literature and Section VII is the conclusion.

II The Transaction Cost Approach

The recognition that writing a contract is costly lies at the heart of the large and growing literature on the transaction cost approach to the firm. This literature has been developed by, among others, Williamson (1975, 1985, 1996) and Klein et al. (1978). Coase (1937) started the transaction cost approach by making the simple but important point: that there are costs to carrying out market transactions. Costs, which today are called transaction costs. Coase describes such costs as:
What the prices are have to be discovered. There are negotiations to be undertaken, contracts have to be drawn up, inspections have to be made, arrangements have to be made to settle disputes, and so on.  

(Coase, 1992, p. 715)

Roberts (2004, p. 90) defines transaction costs as:

\[ \text{... the costs of finding and qualifying trading partners, of establishing specifications and prices, of negotiating and drafting contracts, and of monitoring and enforcing agreements. They are also the opportunity costs of lost benefits that are occasioned by the difficulties of developing complete, enforceable agreements between separate parties.} \]

Transaction cost economics is based on the ideas of bounded rationality – intendedly rational, but only limitedly so – and opportunism – self-interest with guile. Two consequences of these assumptions are that contracts will be incomplete and contracts may not be honoured. Hart (1995, p. 23) argues that in transaction cost economics, contracts are incomplete for three reasons, all of which are, in his view, forms of bounded rationality:

First, in a complex and highly unpredictable world, it is hard for people to think very far ahead and to plan for all the various contingencies that may arise. Second, even if individual plans can be made, it is hard for the contracting parties to negotiate about these plans, not least because they have to find a common language to describe states of the world and actions with respect to which prior experience may not provide much of a guide. Third, even if the parties can plan and negotiate about the future, it may be very difficult for them to write their plans down in such a way that, in the event of a dispute, an outside authority – a court, say – can figure out what these plans mean and enforce them. In other words, the parties must be able to communicate not only with each other, but also with outsiders who may have little knowledge about the environment in which the contracting parties operate.

But why do incomplete contracts matter? If parties to a contract can renegotiate the contract, and thus fill in any gaps, why is contractual incompleteness an issue? First, there may be costs to haggling over the terms and conditions of the new contract. Haggling over the division of surpluses is inefficient in that it is time-consuming and wastes resources while serving no productive purpose. Second, informational asymmetries may prevent the parties from reaching an efficient outcome. Assume the buyer of an input does not know the actual cost of the input but only knows the probability distribution from which the costs are drawn. The seller of the input knows the true cost. Supply of the input can be ensured by a high price offer from the buyer. If the buyer wants to cover the seller’s costs with probability one, then this could be an expensive option as the buyer will be overpaying in the low-cost states of the world. If a low price offer is made, then the seller will not supply in the high-cost states of the world and so profit maximising behaviour by the buyer may lead to profitable trades not taking
An important point here is that if switching to a new trading partner at the renegotiation stage was easy, then neither of these two costs would be significant. Thus for these costs to be high, there must be something preventing the switching to a new trading partner. That ‘something’ is normally taken to be *ex ante* relationship-specific investment. In other words, a prior investment whose value is greatest when the contracting parties relationship extends over time but for which little or no value is created if the parties relationship breaks down. Such investments are normally thought of as investments in physical capital but as Roberts (2004, p. 91) points out:

Firm-specific human capital – knowledge that is only (or especially) valuable in the context of employment with a particular firm – is another example.

Relationship-specific investments result in there being a third cost of incomplete contracts. It may be that because contracts are incomplete, parties are deterred from making efficient relationship-specific investments. In a comprehensive contracts world, relationship-specific investments could be protected by enforceable contracts. In an incomplete contracts world, this may not be possible. Parties will recognise that any long-term contract between them will be incomplete. This could be because of problems such as being unable to specify far in advance the quality and quantity of the goods traded. This incompleteness will mean the contract will be subject to renegotiation. Even in a situation where problems of haggling and asymmetric information do not arise, the gains from trade will have to be divided and this division will depend on the *ex post* bargaining strengths of the parties rather than on what is written in the contract or on the grounds of economic efficiency. This raises the fear that one party could be exploited by another. For example, an input supplier, who has made (sunk) relationship-specific investments, may worry that the buyer will take advantage of these investments to drive the price he pays for the input down to around variable cost, so there is little or no contribution to covering the investment costs. But it is still not worthwhile for the supplier to stop supplying. This is simply because the sunk investment costs have to be paid whether or not supply takes place, and the asset has no other profitable use. This exploitation of a quasi-rent – returns greater than what is required to keep an asset in its current use once it has been created – is the classic ‘hold-up’ problem.

Realising that such exploitation could occur may result in the supplier being unwilling to undertake the investment in the first place. Thus the buyer, if he wants the input supplied at all, may have to produce it himself. The buyer could purchase the supplier, i.e. vertically integrate with the supplier, thereby making the supplier part of the buyer’s firm. This eliminates the hold-up problem since the quasi-rents now accrue to the buyer. Use of the investment asset is now directly under the control of the buyer and all costs of and benefits from

---

7 Assume the buyer values the input at 1. The seller’s costs are 1/2 or 1, each with probability 1/2. An offer by the buyer of 1 ensures supply in all states of the world but results in zero profits for the buyer. An offer of 1/2 results in non-supply in the high-cost states of the world but profits of 1 – 1/2 = 1/2 in the low-cost states of the world. Thus, the low price (trade only half the time) offer is more profitable than the high price (trade at all times) offer and therefore profitable trades do not take place.
investment have been internalised. The investment decision is now just part of
the buyers profit maximisation problem.

This argument that vertical integration deals with the hold-up problem is
strongest when the assets involved are physical. The argument is less applicable
to relationship-specific investments in human capital. As human capital cannot
be owned by anyone other than the particular individual acquiring it, the
potential for opportunistnic behaviour still exists even after vertical integration.
The buyer does not have control over the human capital in the way he does over
the physical capital. The individual who invests in the relationship-specific
human capital still controls that capital even after becoming part of the buyer’s
firm and thus they can still hold-up the buyer. Thus, the explanation for the
existence of firms as the answer to hold-up problems, related to relationship-
specific investments, does not apply in the case of a human capital only firm.

This point has been commented on by Klein (1988, p. 204) in his discussion of
the (in)famous case of the vertical integration of General Motors with Fisher Body.8
It is noted that vertical integration did not eliminate the Fisher brothers, they just
went from being an independent contractor to being employees of General Motors.
Given that human capital cannot be owned, Klein asks ‘‘how did the vertical
integration of General Motors with Fisher reduce the hold-up problem?’ (Klein,
1988, p. 206). He argues that even post-integration, the Fisher brothers could still
hold up General Motors, in this case for their human capital-specific investments.

III The Incentive-System Theory

This approach to the theory of the firm was developed by Holmström and
Milgrom (1991, 1994), Holmström and Tirole (1991) and Holmström (1999) and
has been described by Gibbons (2005, p. 206) as an ‘accidental theory of the
firm’. The reason for Gibbons’s description is that the focus of these papers was
not on the make-or-buy problem of the transaction cost or GHM approaches
but rather on a multi-task, multi-instrument principal-agent problem and its
application to the firm was an ‘accidental’ outcome of this endeavour.

To analyse the application of this theory to the knowledge firm, we will take
the simple Gibbons model, there is a technology of production, which is a linear
combination of the agent’s actions: y = f1a1 + f2a2 + ε, where a1 and a2 are
actions chosen by the agent and ε is a noise term. Evaluation of performance by
the agent is based on an indicator ρ, which is a different linear combination of
the agent’s actions: ρ = g1a1 + g2a2 + φ, where φ is another noise term. Gibbons
assumes that both parties are risk-neutral, ω is the total compensation paid by
the principal to the agent and c(a1, a2) represents the agent’s cost function.
Gibbons makes the assumption that

\[ c(a_1, a_2) = \frac{1}{2} a_1^2 + \frac{1}{2} a_2^2. \]

8 For more on the General Motors-Fisher Body integration, see Baird (2003), Casadesus-
In addition, Gibbons assumes that the principal and the agent sign a linear contract, \( \omega = s + bp \), based on the performance indicator \( p \).

To provide a theory of the firm, this model has to be extended to include physical capital, a machine, which is used by the agent during the production of \( y \). After production this capital has a value determined by a third linear combination of the agent’s actions: \( v = h_1a_1 + h_2a_2 + \xi \), where \( \xi \) is a third noise term. The choice variables in the model are therefore the agent’s actions \( a_i, i = 1, 2 \) and \( b \) the slope of the optimal contract. As a point of comparison, note that the first-best actions of the agent are those that maximise the expected total surplus, that is, they will maximise the expected value of the sum of the principal’s payoff, \( y - \omega \), the agent’s payoff, \( \omega - c(a_1, a_2) \), and the value of the physical asset, \( v \).

\[
TS_{FB} = E(y - \omega + \omega - c(a_1, a_2) + v) \\
= E(y + v) - c(a_1, a_2) \\
= E(f_1a_1 + f_2a_2 + \epsilon + h_1a_1 + h_2a_2 + \xi) - c(a_1, a_2) \\
= f_1a_1 + f_2a_2 + h_1a_1 + h_2a_2 - c(a_1, a_2) \text{ assuming } E(\epsilon) = E(\xi) = 0 \\
= f_1a_1 + f_2a_2 + h_1a_1 + h_2a_2 - \left( \frac{1}{2}a_1^2 + \frac{1}{2}a_2^2 \right)
\]

and therefore \( a_1^{FB} = f_1 + h_1 \) and \( a_2^{FB} = f_2 + h_2 \).\(^9\) \( TS_{FB} \) is independent of the value of \( b \).

If the principal owns the machine, then the agent is an employee of his firm and the principal’s payoff is \( y + v - \omega \), while the agent’s payoff is \( \omega - c \). In this case, the agent’s optimal actions maximise

\[
E(\omega) - c(a_1, a_2) = E(s + bp) - \left( \frac{1}{2}a_1^2 + \frac{1}{2}a_2^2 \right) \\
= E(s + b(g_1a_1 + g_2a_2 + \phi)) - \left( \frac{1}{2}a_1^2 + \frac{1}{2}a_2^2 \right) \\
= s + bg_1a_1 + bg_2a_2 - \left( \frac{1}{2}a_1^2 + \frac{1}{2}a_2^2 \right) \text{ assuming } E(\phi) = 0.
\]

The optimal actions are therefore, \( a_{1E}^{*}(b) = bg_1 \) and \( a_{2E}^{*}(b) = bg_2 \).\(^10\) The efficient contract slope, \( b_{E}^{*} \), maximises the expected total surplus, \( E(y + v) - c(a_1, a_2) \) or \( TS_{E}(b) = (f_1 + h_1)a_{1E}^{*}(b) + (f_2 + h_2)a_{2E}^{*}(b) - \left( \frac{1}{2}a_{1E}^{*}(b)^2 + \frac{1}{2}a_{2E}^{*}(b)^2 \right) \).

\[^9\] \[ \frac{\partial TS_{FB}}{\partial a_i} = 0 \] \( \Rightarrow f_i + h_i - a_i = 0 \) \( \Rightarrow a_i^{FB} = f_i + h_i \)

\[^10\] \[ \frac{\partial E(\omega) - c(a_1, a_2)}{\partial a_i} = 0 \] \( \Rightarrow bg_i - a_i = 0 \) \( \Rightarrow a_{iE}^{*}(b) = bg_i \)
Alternatively, the machine can be owned by the agent. Gibbons interprets this case as the agent being an independent contractor. In this situation, the payoffs for the principal will be \( y - \omega \) and for the agent they are \( \omega + v - c \). The optimal actions for the agent will therefore be, \( a^*_{1C}(b) = g_1 b + h_1 \) and \( a^*_{2C}(b) = g_2 b + h_2 \). For this case, the efficient slope, \( b^*_C \), will maximise the expected total surplus of

\[
TSC(b) = (f_1 + h_1)a^*_{1C}(b) + (f_2 + h_2)a^*_{2C}(b) - \left( \frac{1}{2}a^*_{1C}(b)^2 + \frac{1}{2}a^*_{2C}(b)^2 \right).
\]

Gibbons (2005, p. 211) summarises the analysis so far as:

\[\ldots\] having the agent own the asset causes the agent to respond to a given contract slope \((b)\) differently than when the agent does not own the asset,\(^{12}\) so the make-or-buy problem amounts to determining which of the agent’s best-response functions – that of the employee, \((a^*_1(b), a^*_2(b))\), or that of the independent contractor, \((a^*_{1C}(b), a^*_{2C}(b))\) – allows the parties to achieve greater total surplus.

The discussion so far has relied on an implicit assumption that the value of the asset is not contractible and therefore the owner of the asset receives its value. Since the asset’s value is not contractible, putting ownership in the hands of the agent provides him with incentives that cannot be replicated via a contract. But providing the agent with the incentive to increase the value of the asset may or may not help the principal control the agent’s incentives via contract. That is, if the agent owns the asset, he has two sources of incentives, the asset’s post-production value and the contracted for performance. Without ownership, he concentrates solely on the contracted for performance. Integration would be efficient, that is, having the principal own the asset is efficient, when having the agent do so hurts the principal’s efforts to create incentives via contract.

When we turn to consider the case where the additional capital in the model is not a machine but is human capital, as would be important in a knowledge firm, an important difference arises: ownership can no longer be transferred, as it can in the physical capital case. If the asset is a human capital asset, then, without slavery, ownership must remain with the person who has made the investment. Also, as above, the non-contractibility of the asset’s value means the principal and the agent cannot transfer the value of the asset as part of a contract. So in contrast to the physical asset case, with a human asset, neither ownership nor value can be transferred. Thus, if the agent (principal) makes an investment, the

\[11\] \[E(\omega + v) - c(a_1, a_2) = E(s + b(g_1 a_1 + g_2 a_2 + \phi) + h_1 a_1 + h_2 a_2 + \xi) - \left( \frac{1}{2}a^*_1 + \frac{1}{2}a^*_2 \right) \]
\[= s + bg_1 a_1 + bg_2 a_2 + h_1 a_1 + h_2 a_2 - \left( \frac{1}{2}a^*_1 + \frac{1}{2}a^*_2 \right) \]
\[\text{assuming } E(\phi) = E(\xi) = 0.\]

\[12\] That is, \( a^*_1(b) \neq a^*_2(b) \)
value of the investment stays with the agent (principal) irrespective of the form of the relationship between the principal and the agent. Importantly, asset ownership can no longer determine whether the agent is an employee or a contractor. Therefore, a human asset cannot serve as an instrument in the incentive problem in the same way as a physical asset. This means that the incentive-system theory (as described above) cannot act as a model of a human capital-based firm.

IV The GHM Approach

Another of the more recent theories of the firm is based on the works of Grossman and Hart (1986, 1987) and Hart and Moore (1990).13 Within the GHM approach, ownership is defined in terms of residual control over non-human assets, things such as machinery, inventories, buildings, patents, client lists, firm’s reputation, etc. Owner–managers employ labour who cannot work without the physical capital these firms own. Dismissal/resignation of the labour requires them to find other physical capital owning organisations (firms) to employ them. On liquidation of the firm, physical capital can be sold and the proceeds disbursed to the owners (shareholders). The standard GHM theory of the firm is based on the role of non-human capital in the firm. The definition of a firm, the determinants of the boundaries of a firm – that is, the determinants of vertical integration of firms, the meaning of ownership of the firm, the nature of authority within the firm are all functions of control rights over the firm’s non-human assets. Making non-human assets the centre of the theory means that questions to do with the ownership and control of the physical information technology can be addressed but theory does not deal with firms based on human assets. However, it has been noted from the beginning that the theory could be extended to include human capital. As Hart (1988, p. 151) argues:

... one difference with previous work is the emphasis on how integration changes control over physical assets. This is in contrast to Coase’s 1937 paper which focuses on the way integration changes an ordinary contractual relationship into one where an employee accepts the authority of an employer (within limits). Note that these approaches are not contradictory. Authority and residual rights of control are very close and there is no reason why our analysis of the costs and benefits of allocating residual rights of control could not be extended to cover human, as well as physical, assets.

But this extension is not entirely satisfactory.

Once we move to a situation where firms may own/need little physical capital, then the modern theory of the firm loses much of its purpose. Once human capital (labour) becomes the most important/sole creator of wealth/value added, modern economic theory is in need of modification. The theory does not,

however, lose all relevance. As Hart (1995, pp. 56–7) explains, at least some, nonhuman assets are essential to a theory of the firm. To see why this may be so, consider a situation where ‘firm’ 1 acquires ‘firm’ 2, which consists entirely of human capital. The question Hart raises is: What stops firm 2’s workers from quitting? Without any physical assets – e.g. buildings – firm 2’s workers would not even have to relocate themselves physically. If these workers were linked by telephones or computers, which they themselves own, they could simply announce that they have decided to become a new firm. For the acquisition of firm 2 by firm 1 to make economic sense, there has to be a source of value in firm 2 over and above the human capital of the workers. It makes little sense to buy a ‘firm’ if that ‘firm’ can just get up and walk away. Hart argues there must be some ‘glue’ holding firm 2’s workers in place.

The value that acts as this glue may consist of as little as a place to meet; the firm’s name, reputation, or distribution network; the firm’s files containing important information about its operations or its customers; or even a contract that prohibits firm 2’s workers from working for competitors or from taking existing clients with them should they quit. The source of value may even just represent the difficulty firm 2’s workers face in coordinating a move to another firm. But, Hart points out, without something binding the firm together, the firm becomes a phantom, a flimsy and unstable entity, constantly subject to the possibility of break-up or dissolution.

Thus even a human capital-based firm will involve some nonhuman capital, but the human capital will play the dominant role. The important characteristic of human capital is that it embodies information and knowledge. A theory of the human capital-based firm has to model this co-existence of the human and nonhuman capital. Brynjolfsson (1994) deals with the issue by extending the property rights approach to the firm to include information whether this information is embodied in humans, in the form of human capital, or in artefacts. Rabin (1993) also works within the property rights framework but extends it by assuming that an agent has information, about how to make production more productive, which they are willing to sell. The problem is that if the information is not revealed before the agent is paid, a (potential) buyer may have little reason to believe the agent is truly well informed, but if the agent reveals the information up front, the buyer could simply use the information without payment. Rabin’s answer is that the informed agent gains control over productive assets and thus does not have to sell the information. We discuss Brynjolfsson (1994) and Rabin (1993) in more detail below.

The Brynjolfsson (1994) model considers an entrepreneur who has some expertise needed to run a firm. No value can be created without both the knowledge asset of the entrepreneur and the physical assets of the firm. He assumes that no comprehensive contract can be written between the entrepreneur and the firm. If the entrepreneur does not own the firm, then if he makes an investment in effort and creates value, he can be subject to hold-up by the other party since he needs the firm’s physical assets. If the entrepreneur owns the firm then clearly the hold-up problem ceases to exist. The most obvious
interpretation of Brynjolfsson model is as a model of a labour-owned firm. Brynjolfsson argues that it is optimal to give the entrepreneur ownership of the physical assets of the firm since he has information that is essential to its productivity. This result is obviously just an application of Hart and Moore’s proposition that an agent who is ‘indispensable’ to an asset should own it.\textsuperscript{14} Here, firms are owned by the indispensable human capital, or more normally by a small section of the human capital, e.g. a partnership. Labour-owned firms are one way to form a human capital-intensive firm but the shortcomings of such organisations are obvious: lack of access to capital, inadequate risk pooling, investment problems, older workers wanting a shorter pay-back period than younger workers are membership rights tradable and if so under what conditions, new members would have to purchase ‘equity’ in the business from retiring ones, borrowing to cover such a purchase could be a problem for younger would-be members, etc.

Rabin (1993) starts from the idea that there can be problems for an economic agent who wishes to sell potentially useful private information to others. Any person who believes that they have some valuable insights into how to produce something is unlikely to be able to exploit that information by offering to sell it to an existing firm. If they do not reveal their information before being paid, a firm may have little reason to believe the seller is truly well informed. If they reveal the information up front, the firm may simply use the information without compensating the would-be seller. When the current owner of the firm cannot observe how informed the seller is, Rabin argues that the information seller may have to buy the factory to make money from their private information. In fact, Rabin shows that the more bargaining power an informed party has, the more likely they are to obtain control of an asset. In Rabin’s model, knowledge determines ownership of the firm; that is, the ‘indispensable’ human capital owns the physical capital just as in Brynjolfsson’s model.

While Brynjolfsson’s model is distinct from Rabin’s model, they are complementary. The relationship between information, ownership and authority is central to both papers. Rabin works within a framework of an adverse selection model and shows that the adverse selection problems can be such that, in some cases, an informed party has to take over the firm to show that their information is indeed useful. The Brynjolfsson model is a moral hazard type framework that deals with the issue of incentives for an informed party to maximise non-contractible effort.

A potential problem is that part of what may be driving the results of both the Brynjolfsson and Rabin models is the implicit restriction of the GHM

\textsuperscript{14} See Hart and Moore (1990, p. 1133). For Hart and Moore, an agent \(i\) is indispensable to an asset \(a_n\) if, without agent \(i\) in a coalition, asset \(a_n\) has no effect on the marginal product of investment for the members of that coalition. That is, for all agents \(j\) in any coalition \(S\) and for all sets \(A\) of assets containing \(a_n\),

\[
\nu'(S, A) = \nu'(S, A\setminus\{a_n\}) \quad \text{if } i \not\in S.
\]
framework that the owner is also the manager.\textsuperscript{15} Hart and Holmström (2008, pp. 1–2) note that there are several ways to see this: (1) according to the GHM theory, the major impact of a change in ownership is on those who gain or lose ownership rights (the owners); however, in a merger between two large firms, it is often the case that the key decision makers (the managers) do not have substantial ownership rights before or after the merger. Hence, a model in which the decision makers lose or gain ownership rights must be a model where the owners are the managers; (2) the relationship-specific investments analysed are made by individuals rather than the firm; this applies better to small rather than large companies; and (3) the approach envisions a situation in which all the relevant parties meet \textit{ex post} and bargain, to an efficient outcome using side payments, over the gains from trade and the only issue is who has the right to which assets; there are no other decisions in the model. As it stands, the model has no room for ‘organisational structure’, ‘hierarchy’ or ‘delegation’. In a sense, the model continues to describe a pure market economy, although one enriched by the idea that individuals can be empowered through the ownership of key nonhuman assets. Holmström (1999, p. 87) goes so far as to argue that the GHM framework is an owner–manager framework since the theory is a theory of asset ownership by individuals rather than by firms. ‘Assets are like bargaining chips in an entirely autocratic market’. There are neither firms nor workers! Ownership of assets by an individual only provides a theory of organisational identities if we associate the firms with those asset owning individuals.\textsuperscript{16} The problem is that if human capital is important to the production process and it makes sense to allocate control of production to the informed party, that is, make that party the manager, then because the manager must also be the owner, we end up with the human capital owning the firm. Thus, a labour-owned firm may be an artefact of the model.

\section*{V Knowledge and Production Location}

In his discussion of the neoclassical model Hart (1995, p. 17) notes that it tells us nothing about where a firm’s boundaries will lie or about the size or location of a plant or factory within a given firm. This approach is consistent both with every existing firm being a plant or division of one huge firm that produces everything and with every plant or division of each existing firm being a separate and independent firm in their own right. Thus, it is not clear in what organisational form production will occur. Will it be organised as a single large factory, several

\textsuperscript{15} In addition, there appear to be technical issues with some of the results in the Rabin paper. In particular, it is not clear that the proof of Result 2.1 is valid which casts doubt on the result itself and the comparative static results that follow from it.

\textsuperscript{16} Bolton and Dewatripont (2005, p. 515) also makes the point by noting:

Another limitation of the theory is that it is mainly a theory of entrepreneurial firms run by owner-managers. As we highlighted earlier, the theory predicts that ownership of assets by shareholders who are not in any way related to the underlying business of the firm is inefficient. Ownership should go only to agents who make \textit{ex ante} investments, and it should not be shared.
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smaller factories or a household? The GHM approach does delineate the boundaries of the firm but still does not tell us anything about the location or size of a plant or factory that is part of the firm. Again, the form of production organisation is indeterminate. What will be argued below is that knowledge and information are important influences on the form of organisation in which production takes place. The most obvious issue has to do with the determination of whether or not work occurs in centralised factories or in separate households or some combination of these. This has been an issue since at least the industrial revolution.

In his discussion of the development of the factory system during the industrial revolution, Mokyr (2001, 2002, Chapter 4) puts forward the argument that the location of production was dependant, in part, on the trade-off between ‘the relative costs and benefits of moving people as opposed to moving information’ Mokyr (2002, p. 120). That is, he develops a line of reasoning that suggests that one factor encouraging the organising of workers under a single roof, rather than in separate households, was the division of knowledge. As long as there was little division of knowledge, so that the knowledge needed to carry out production could be summarised in a few basic rules, the household could know all that was needed to act as the ‘unit of production’. The cost of transferring information between workers was low since there was little of it needed and the workers were contained within the household. Moving people between households or to factories, however, was slow and costly. But as technology developed, the competence required for production moved beyond the capability of a single household. As the knowledge needed to produce things increased, firms faced two related problems. First, a firm needed to be able to incorporate existing knowledge into their production system, and second, they had to be able to generate new knowledge to keep or establish a competitive advantage. Inevitably, specialisation and the division of labour became finer. The way to deal with the increased level of knowledge demanded for production was to divide up the production process into smaller manageable tasks. Workers had knowledge about ever smaller pieces of the production puzzle. A result of this more extensive division of labour, which could in some circumstances reinforce the movement towards a single location factory, was noted by Babbage (1835). Babbage observed that the greater the division of labour the less time required for learning any requisite skills. This results in a lessening of the period during which a new entrant to the workforce would be relatively unproductive and unremunerative. Because less knowledge and training was required to learn

17 Mokyr (2002, p. 131) outlines the three main explanations for the rise of the factory. ‘One relies on fixed costs and technical and physical economies of scale and scope, which might have caused the minimum efficient size of plants to become larger than the household. A second explanation is drawn from the modern micro-economics of the firm: because of asymmetric information and the division of labor, costs were higher in decentralized households, and the new technology changed the benefits and costs of monitoring and the incentives to self-monitor. A third argument is that by concentrating all workers under one roof and placing them under supervision, actual labor effort is enhanced’. To these three Mokyr adds a fourth, the division of knowledge, which we discuss here.

18 For more on Babbage and his work relevant to economics see Rosenberg (1994, Chapter 2).
to undertake a single operation, as opposed to that required to undertake many different operations, a new employee would more quickly reach a situation where he generates a profit for his employer.

Mokyr points out that the importance of the division of knowledge to the firm was first recognised, albeit in a non-historical setting, by Demsetz (1988) and formalised by Becker and Murphy (1992). What these works suggested was a new interpretation of the role of the firm. Given that there are limitations to what a worker can know, the competence that a firm has to possess to produce must be divided into manageable portions and allocated among the workers. The actions of the different groups of workers are then coordinated by the firm’s management. Thus, workers who produce on the basis of knowledge they themselves do not possess have their activities directed by someone who does possess (at least more of) the necessary knowledge. Therefore, the coordination needed due to asymmetries in information among workers provides a rationale for management. In this way, direction is a substitute for education, that is, a substitute for the transfer of the knowledge itself. Specialisation in knowledge can, therefore, both exacerbate existing information asymmetries and create new ones. Any information asymmetry gives rise to an organisation problem for the firm: How can agents who possess knowledge be encouraged to reveal their knowledge fully and truthfully to other workers or management? Mokyr argues that:

Putting all workers under one roof ensured repeated interaction and personal contact provides maximal bandwidth to maximize the chances that the information will be transmitted fully and reliably. Inside a plant agents knew and could trust each other, and this familiarity turned out to be an efficient way of sharing knowledge.

(Mokyr, 2002, p. 141)

From this, it can be seen that as long as the minimum competence needed by a firm is small, the plant size can also be small and can, therefore, coincide with the household. When the competence needed grows, the unit of production has to change or an efficient network for knowledge distribution has to develop. At a time when the main technique for the distribution of knowledge was direct contact, as at the time of the industrial revolution, such networks in the form of professional associations of mechanics, machinists, engineers, etc., did develop. But the firm was also an answer to the problem of knowledge distribution. Costs of accessing knowledge were minimised in a single plant where workers could communicate face to face. Factories acted as repositories of technical knowledge and allowed workers to access this information at relatively low cost. Thus, factories allowed knowledge to pass in two directions: across space so that other workers could carry out a given task and through time so that knowledge passed from one generation of workers to the next.

McDermott (2001, p. 48) explains that the transition to factory life altered the incentives for both owners and workers with regard to acquiring knowledge and providing training. Workers now had the opportunity to acquire highly specialised know-how about both their particular firm’s production process and about more general, transferable, skills. Owners now had an incentive to
educate their workforce since firms unlike households can go out of business if they do not keep up. This gave owners the needed impetus to train their employees. Galor and Moav (2006) also argue that support from capitalists for the education of workers was due to the increasing importance of human capital in sustaining their profits. Physical capital accumulation in the process of industrialisation gradually intensified the importance of skilled labour in the production process and thereby generated an incentive for investment in human capital. Because of the complementarity between physical and human capital in production, the capitalists were among the prime beneficiaries of the accumulation of human capital by workers. By putting workers under one roof, it was easier for owners to compare workers’ productivity and select those who were most suitable for greater training and advancement. This process helped differentiate the firm from the household.

Differences in knowledge between principals and agents can affect the desire to move to a centralised factory for additional reasons. Lamoreaux et al. (2003) note that the putting-out system in US cotton-spinning came under pressure, in part, because of principal–agent problems between the manufacturers and home-based weavers. Lamoreaux et al. (2003, pp. 412–3) write:

However, the enormous coordination problems that this system entailed (for example, unsupervised weavers working in their homes turning out fabrics of vastly varying qualities) spurred manufacturers to reconcentrate production in factories as soon as technological innovation in the form of the power loom enabled them to expand capacity sufficiently.

Kim (2001) suggests another way in which information can affect firm organisation and business location. Kim makes the point that specialisation adds to transaction costs via a loss in information. With specialisation, firms know their costs but are uncertain as to the demand for their products while consumers know their demands but not the supply conditions of production. Kim notes that before the late 19th century, most goods were produced using craft technology and were often produced in homes or at best small shops. Such firms tended to operate in a local or regional market, produced a single line of output, and were owned and managed by a single individual or a partnership. Given the relative simplicity of production, consumers could identify the quality level of products either via physical inspection or through the reputation of the producer or seller. As the production process became more sophisticated and production took place away from the consumers’ location, information became more and more asymmetric. Producers knew the quality of their goods but

---

19 Lamoreaux et al. (2003, p. 419) illustrate the basic idea with the example of the Ford Motor Company:

In mass-production enterprises where machines controlled the pace of work – the Ford Motor Company’s assembly lines, for example – it was much easier to identify workers who were slacking off or unable to keep up. Hence Ford was able to secure a high level of effort from its work force by paying generous wages and dismissing workers who could not make the grade.
consumers were less well informed. This gave raise to a potential adverse selection, or ‘lemons’ problem, where bad products drive out good ones.

Kim’s argument is that the modern multiunit firm is a solution to the asymmetric information problem. Hence, production moved away from single-plant, single-region, single-product firms towards multi-plant, multi-region, multi-product enterprises to counter potential lemons problems. The advantage that the multiunit firm had was that as repeat sales were of greater value to the multiunit firm, they were better able to make large firm-specific, sunk cost investments in advertising and branding to credibly signal to buyers that the costs of reneging on quality were high. Kim (2001, p. 311) writes:

Multiunit firms were able to solve the asymmetric information problem through the use of advertising and the development of brand names. In the presence of uncertain quality and the absence of a credible third party enforcer, the main private-contract enforcement mechanism relies on the value of repeat sales to a firm. One solution to signaling a firm’s value of repeated sales is to invest in firm-specific and non-salvageable assets such as advertising and developing brand names. Since the value of repeat sales is limited for most single-unit firms, these firms have little incentive to advertise and develop brand names. On the other hand, for multiunit firms, the value of repeat purchase is potentially much greater. Thus, the economies of marketing for multiunit firms come not only from their ability to spread their costs over many plants or stores, but also from the fact that the cost of reneging on their product quality is significantly higher.

Audia et al. (2001, pp. 79–82) see information affecting the location decision in other ways. For them, there is a trade-off in the organisation of production between geographic dispersion and organisational learning.

20 The multiunit firm is defined as a firm that controls and manages from a central administrative organization the production decisions of establishments or plants in at least two different localities. Multiunit firms are usefully categorized into the following three types: horizontal, vertical, and conglomerate or diversified. Horizontal firms produce the same product in different locations, vertical firms use outputs of some of their plants as intermediate inputs to some of their other plants, and conglomerate or diversified firms manage plants in unrelated industries’ (Kim, 1999, footnote 1).

21 Audia et al. (2001, pp. 77–83) deal with other advantages and disadvantages of multiunit firms. Multiunit firms benefit from product-specific economies:

Multiunit firms achieve these efficiencies through product specialization. According to Scherer et al. (1975, p. 295) ‘Product specialization exists when plants belonging to the same organization produce for a broad geographic market some narrow segment of the product line normally encompassed within an industry’s definition.’ Product specialization allows longer production runs that facilitate worker productivity, increase product quality and simplify production planning’ (Audia et al. 2001, p. 77).

When a firm is made up of multiple units, the geographic distribution of its facilities can affect the firm’s performance. Multi-local firms – firms operating in dispersed locations – can gain competitive advantages from several sources: (1) they can minimise transportation costs by producing close to customers. (2) Operating at different locations means a firm can weather idiosyncratic risks associated with a given area. (3) Operation in multiple markets could allow firms to collude with other multi-market competitors. A disadvantage of multiunit firms is bureaucratisation. Large administrative structures reduce the firms’ ability to react to environmental changes.
multi-plant firm has advantages in the creation of new knowledge with regard to the optimal method of production. With multiple sites, even random variation across those sites can offer the opportunity to gather comparative information on the best production methods. But more strategically, multi-unit firms can undertake parallel experimentation with different plants undertaking different experiments at the same time. This offers at least two advantages: (1) it allows learning to occur at a faster pace. As experimentation takes place in chronological time, being able to undertake multiple experiments simultaneously reduces the time needed for the firm to investigate the benefits of changes in operating procedures. (2) With the greater number of observations, the internal validity of any conclusions is greater. Hence, geographically dispersed firms benefit more from knowledge creation via experimentation than geographically concentrated firms. Second, geographic dispersion of plants will affect the efficiency of knowledge transfer. Here the single-plant firm has an advantage – for reasons similar to those put forward by Mokyr for the development of the factory during the industrial revolution. In particular the transfer of tacit knowledge is difficult even with face-to-face contact but without it such a transfer may be nearly impossible. A second issue with geographic dispersion relates to the usefulness of the knowledge being transferred. As the similarity of the plants declines, the usefulness of information learned at one location to other locations is reduced. In short, geographically dispersed firms benefit less from firm knowledge than geographically concentrated firms.

As pointed out by Mokyr (2002, p. 141), the Demsetz/Becker-Murphy framework also suggests that when knowledge can be shared and believed among agents without the need for personal contact then firms may survive, but the large plants we know today may become less necessary. This point is becoming more important as the use of ICTs is expanding.

The development of ICTs has meant that the costs of moving people as opposed to moving information have risen sharply. The costs involved in sending and receiving information have fallen thanks to technologies such as email and the Internet along with falls in the costs of long-distance phone calls and the expanding use of cellular networks. The costs of people moving have not fallen so dramatically. Commuting to work via congested city and suburban streets, for example, is at least as difficult as it was two decades ago. The increasing interest in congestion pricing in many cities around the world suggests that traffic problems are not lessening. The increasing relative cost of moving people as opposed to information would suggest that the size of the ‘unit of production’ should be moving away from the large factory, so dominant for the last two centuries, towards more home-based production, as in the period before the industrial revolution. Mokyr (2002, p. 155) does, however, add a cautionary note. He argues that the movement away from work in the factory setting will at some point run into diminishing returns and what we will see is the locus of work remaining a mixture of work at home and work away from home.
McDermott (2001, pp. 52–3) reinforces this cautionary note by raising four issues. First, McDermott argues that monitoring remotely would be problematic given that to be effective, it may violate the norms of privacy. Second, joint production in the home of market and household goods could diminish in the future. The increased market provision of ‘household goods’ – day care, mobile dog grooming, internet shopping and home delivery, etc. – all allow workers to spend an increased amount of time away from home. Third, the growth in personal services means that in the future many workers will have to serve people directly in ways that would be difficult to do remotely (personal trainers, customer service representatives, mechanics, craftsmen, for example). Finally, to quote McDermott (2001, p. 53): ‘As Mokyr notes, citing Gavin Wright, “In the limit we could devise an economy in which technology is designed by geniuses and operated by idiots”. In that case, home production for market may indeed take off. But I am uneasy with that conclusion. It seems to me that a large part of the population may, unfortunately, substitute information and computing power for their own brain development, but these workers will not be the kind that will be left alone to telecommute. These workers will require considerable oversight in something like a factory.’

Brynjolfsson (1994, p. 1654) also sees advantages in firms being small when information is important in production. In his view, smaller firms have an advantage in providing incentives both because it is easier to separate out the contributions made by each individual, and thus to reward each individual accordingly, and because it is more likely that agents in small firms have a stronger incentive to make non-contractible contributions. Small firms therefore have an advantage over larger ones in situations in which it is important to provide incentives for the application of information in ways that cannot be easily foreseen and incorporated into a contract. Brynjolfsson (1994, footnote 12) goes further by noting that the stronger, output-based incentives for the non-contractible actions in smaller firms will not only induce higher effort overall, but, in multidimensional models, also induce less effort on actions that do not enhance output. As firms become smaller, the probability that the unit of production of a firm will coincide with the household increases.

Both the Demsetz/Becker-Murphy and Brynjolfsson models indicate that when knowledge is an important factor of production, small firms have advantages. If Mokyr is right, then this downsizing of firms should lead to a movement back towards home production and away from large factory production. But even if this is so, it is not clear whether these home producers will be single-unit firms or units of a multiunit company.

VI The Management Literature

In her seminal work, Penrose (1959) outlines the principles governing the growth and diversification of firms and the rate at which firms can grow efficiently. Importantly, Penrose views the firm as encompassing a broader set of productive resources than the standard economic set of inputs – land, labour and capital. For her firms should be seen as collections of resources and services derived
from these resources, all organised under an administrative framework. But this idea received little formal attention before the 1980s. Wernerfelt (1984) was one of the first papers to formally analyse the firm from the resource side. Wernerfelt (1984, p. 172) identifies a resource as a tangible or intangible asset that is semipermanently tied to the firm. Such assets could be, for example, brand names, in-house knowledge of technology, skilled employees, efficient procedures, etc., and can be either a strength or a weakness of the firm. Because resources mesh in a team-like way, they are worth more to the firm than they can be sold for on the market. Thus, they yield rents to the firm controlling them. Firms can act to develop resource position barriers to help protect them from incumbents in much the same way as an entry barrier protects them from potential entrants. Acquisitions and merges can be seen, in Wernerfelt’s view, as ways of trading otherwise non-tradable resources. The central issues for Wernerfelt are diversification and growth of the firm.

Barney (1991) extends the strategic management literature on competitive advantage by looking at the case where resources are heterogeneously distributed across firms and these differences are stable over time. He examines the link between firm resources and sustained competitive advantage. The major issue for Barney is how ownership and control of resources can be used to achieve and sustain a competitive advantage. He sees the firm as being concerned with seeking unique, or at least hard to imitate, inputs. Primary attention is focused on how a manager can identify resources that are likely to generate rents and incorporate characteristics that results in these inputs being difficult to copy. Thus, the central activity of the firm is seen as the deployment and combination of specific inputs.

While the Barney and Wernerfelt papers broaden our understanding of firm strategy and performance they do not develop the resource-based view point into a theory of the firm per se. But such a development did begin, roughly, contemporaneously with Wernerfelt (1984) and Barney (1991).

Since the early 1990s a knowledge-based (or resource-based) theory of the firm has been developing in the management literature. The major source of momentum behind this literature was the publication of papers by Conner (1991) and Kogut and Zander (1992). An important point common to all knowledge-based approaches to the theory of the firm is the rejection of the pure contractual interpretation of the nature of the firm that underlies the economic theories of the firm. In the resource-based theory, it is argued that the firm is essentially a knowledge-bearing entity and that it is possible to conceive of a theory concerning the existence, boundaries and internal organisation of the firm without reference to property rights, incentives and opportunism.

Early in their article, Kogut and Zander (1992, p. 384) state what amounts to their central proposition:

---

22 No longer productive assets may be difficult for firms to rid themselves of.

23 In an article reviewing the origins and impact of Wernerfelt (1984), Lockett et al. (2008, p. 1130) write: ‘Wernerfelt is clear that the RBV [resource-based view] is not a theory of the firm, because it does not address issues of firm existence and boundaries’.
Our view differs radically from that of the firm as a bundle of contracts that serves to allocate efficiently property rights. In contrast to the contract approach to understanding organizations, the assumption of the selfish motives of individuals resulting in shirking or dishonesty is not a necessary premise in our argument. Rather, we suggest that organizations are social communities in which individual and social expertise is transformed into economically useful products and services by the application of a set of higher-order organizing principles. Firms exist because they provide a social community of voluntaristic action structured by organizing principles that are not reducible to individuals.

What is important for an organisation is that a large part of the stock of knowledge is tract and social. Knowledge is produced in a social setting and is inseparable from that setting. Knowledge is accumulated through experience and is thus path dependent. Hence, each organisation is a distinct social and historical entity.

An important implication of this is that when a firm is viewed as a repository of tacit, social and path-dependent organisational knowledge, issues to do with the existence, boundaries and internal organisation of the firm are seen differently than in the contractual approach to the firm. As already noted, the firm is a bearer of specialised and tacit knowledge, which can be efficiently employed only when applied within that particular firm. This is because it is difficult, if not impossible, to take just a piece of a given firm’s tacit, social and specific knowledge and apply it successfully within some other organisation. Firms exist, therefore, because they provide, in Kogut and Zander’s view, a ‘social community of voluntaristic action’ in which this firm-specific knowledge can be produced and applied. The advantage that a firm has over the use of markets is that it can supply the required, if somewhat vaguely defined, ‘higher order organizing principles’. Such principles cannot, apparently, be supplied by the market.

Conner (1991) reaches a similar conclusion as Kogut and Zander (1992), in that she also sees that the existence of firms can be explained in a manner conceptually very different from the more standard contractual approach. On the existence issue, Conner (1991, p. 139) argues that:

For resource-based theory, existence needs to be explained in terms of a firm’s superiority to two alternative forms of organization: a collection of market contracts and other firms. By the latter, the intention is to raise the issue of why a particular firm exists, as opposed to its assets being distributed among other firms.

Consideration of transaction costs, opportunism and incentives play no role in Conner’s explanation; co-specialisation of assets is the important issue. To deal

---

24 These principles would seem to include things like, ‘shared coding schemes’, ‘a set of values’ that are learned, ‘a shared language’ and ‘a set of higher-order organizing principles [which] act as mechanisms by which to codify technologies into a language accessible to a wider circle of individuals’ (Kogut and Zander, 1992, p. 389).
with the second issue first: Why does a particular firm exist in terms of its relation to other firms? Conner (1991, p. 139) argues that heterogeneous firms exist because the assets with which they work are themselves heterogeneous, making each asset a ‘better fit’ with some firms than with other firms.25

As to the first existence concern, consider an example from Conner (1991, pp. 141–2). Let there be two related activities, S and T; then the question is, when are S and T best owned in common rather than being owned independently and having a contractual relationship between them? The notation ST will be used to represent the case where S and T are owned together, which is a project involving both activities undertaken ‘in house’. When the notation S+T is used, it refers to the case where the project is undertaken but ownership of S and T is separated and the project involves a contract over the market interface. An important point here is that, as separate firms, S and T will have their own CEO and management along with their own set of firm-level routines, cultures, etc. Then, what is the difference between ST and S+T? In Conner’s view, S+T, as compared with ST, should find it more difficult to organise the research in such a way as to make the knowledge and skills accessible to both S and T as separate operations. This is simply because as Conner (1991, p. 142) explains it, ‘. . . S+T must try to orient in two different directions, one for S and another for T. That is, any gains from the relationship, new knowledge, skills and routines, etc., need to be integrated into two firm-specific cultures rather than just one. Cooperation in terms of just ST is easier because it is needed in only one direction. The implication of this is that these gains from cooperation and coordination associated with ST, relative to S+T, are sufficient to explain the existence of ST.

The general issue is formulated by Conner as:

To encapsulate the argument to follow, the case made here is that, under certain circumstances, firms have advantage over market relationships in the joint activity of creating and redeploying specific capital. Further, the advantage of firms in the creation-redeployment combination need not stem from an opportunism-control advantage. Instead, it is argued that the firm has advantage over a collection of market transactions in those situations where redeployment inside the firm is more efficient and, perhaps more important, qualitatively more productive because of the opportunity to benefit from asset interdependencies within the firm.

(Conner, 1991, p. 142)

Thus, the resource-based or knowledge-based theory of the firms claims to be able to explain the existence (and most probably the boundaries and internal organisation) of the firm without reference to ideas like property rights, incentives and opportunism, which underlie the orthodox theories of the firm discussed in the previous sections. This claim has not gone unchallenged. Foss (1996a) offers one of the most powerful critiques of this approach.

25 Firms are seen as having heterogeneous asset bases in that each has a unique bundle of resources and relationships.
Foss (1996a, p. 473) argues that both Conner’s and Kogut and Zander’s approaches are versions of ‘technological determinism’. That is, the idea that technology directly determines economic organisation. In Foss’s view, Conner and Kogut and Zander fall prey to technological determinism when they argue that the need for things like shared codes, languages, etc., necessitates firm organisation in a manner independent of more standard ideas like opportunism and asymmetric information.

Recall that, in the Conner/Kogut and Zander story, to fully utilise assets and resources, these assets and resources have to be embedded in higher order organising principles. But such embeddedness does not, in the Foss argument, presuppose common ownership. Separately owned activities could be conceptually more ‘embedded’ in this sense than, as an example, divisions of the same firm. Higher order organising principles are not a distinguishing feature of firms relative to markets. Such principles may be more abundant in firms than markets, but they exist in both. In fact, Foss (1996a, p. 473) goes further and argues that for firms to cultivate better higher order organising principles requires not moral utopia, but opportunism. Consider a state of moral utopia, characterised by the total absence of opportunism. In such a world any gains from assets being embedded in higher order organising principles can be achieved over the market. Economic agents (human resources) could simply meet at a given location, own their own physical capital (or rent it from each other) and develop, as a team, value-enhancing higher order organising principles among themselves. Given the absence of opportunism, Foss argues, the level of co-specialisation of resources carries no implications for ownership. In terms of the Conner example above, $ST$ and $S+T$ would do just as well as each other.

In a response to Foss (1996a), Conner and Prahalad (1996) argue that an independent-of-opportunism rationale for the organisation of firms can be developed. They argue that, relative to independent contractors, firms can economise on a number of opportunism-independent transaction costs. These costs relate to flexibility, communication, learning, bargaining, and possibly also measurement. Conner and Prahalad see the rationale for the firm in terms of its superior coordinating ability including its capacity to reduce costs associated with information and bargaining. The crucial concepts in Conner and Prahalad’s argument are the ‘knowledge-substitution effect’ and the ‘flexibility effect’. Put simply, the knowledge-substitution effect means that when an employee takes direction from a manager, the manager’s knowledge is a partial substitute for the employee’s knowledge, while the flexibility effect is due to the fact that an employment contract brings greater flexibility, relative to market contracting, since the employment contract does not require renegotiation. In the Conner and Prahalad view these effects are sensitive to organisational modes. To the degree that firms do better in advancing these two effects, this provides an opportunism-independent rationale for the existence of the firm.

Foss (1996b, pp. 520–1) replies that the Conner and Prahalad view that the employment contract is sufficient to characterise the firm is incomplete. He argues that the ownership of physical assets is an indispensable element for any understanding of the firm and that the allocation of control rights to these assets will reflect, in part, the opportunity for opportunism. Foss also argues that both the flexibility and knowledge-substitution effects can be achieved through market contracting.27

Nickerson and Zenger (2004, pp. 617–8) develop three additional criticisms of the knowledge-based literature. First, they argue that two common and fundamental arguments within it are contradictory. One group argues that hierarchies exist to avoid knowledge transfer. The emphasis is on the firm’s ability to direct, via authority, the activities of others. A second group view hierarchies as enabling knowledge transfer. They emphasise the firm’s ability to support the formation of shared identity and language. Second, Nickerson and Zenger claim that the literature has not provided a theory that predicts when hierarchies are preferred to markets or vice versa. Third, they argue that the literature focuses on knowledge exchange rather than knowledge production.

Hence, Nickerson and Zenger (2004, p. 618) conclude, '[i]n summary, we do not yet have a knowledge-based theory of the firm’. While Foss (1996a, p. 473) says, ‘... co-specialization and the presence of higher order organizing principles are not sufficient to explain the existence of the specific constellation of property rights that characterizes the firm’. It is therefore not clear how this approach can explain the changes to the firm we see happening as a result of the growth of the knowledge economy.

Nickerson and Zenger (2004) is an attempt to address some of these shortcomings. They set out to develop a theory that explains how the prospective objectives for knowledge generation determine the choice of organisational structure. For Nickerson and Zenger, the fundamental question is to do with how a manager should organise individuals in pursuit of the knowledge the firm desires. They wish to explain how different organisational structures influence the efficient production of knowledge valuable to a firm. To this end they start by defining the unit of analysis for knowledge production to be a specific problem.28 The value of this problem is determined by both the values in the array of possible solutions and the costs of discovering a valuable problem. They assume that the solution to complex problems is a unique combination of existing knowledge. An important distinction Nickerson and Zenger make is between decomposable and non-decomposable problems.

Decomposable problems involve limited interaction between agents attempting to solve them, while non-decomposable problems require much greater interaction. This has important implications for the type of searching used to find a solution for a given problem. There are two general methods of searching. First, there is directional search, which amounts to trial and error searching.

27 In addition to Conner and Prahalad (1996), Kogut and Zander (1996) also responded to Foss (1996a). Foss (1996b) is a reply to both these papers.

28 A valuable problem is one which if solved will yield desirable knowledge.
This is effective only for the case of decomposable problems. The second method is heuristic search. This refers to the situation where a team cognitively evaluates a range of probable consequences of design choices. Non-decomposable problems require specialised knowledge to be shared. Such sharing is impeded by two barriers: (1) people are limited in the speed with which they can learn and (2) they are subject to self-interest. The interaction between distributed knowledge and self-interest gives rise to two hazards for the exchange of knowledge: (1) knowledge appropriation and (2) strategic knowledge accumulation. As a consequence, efficiency considerations require the selection of an optimal governance structure and the provision of incentives.

Nickerson and Zenger examine three distinct governance mechanisms and evaluate their suitability for dealing with problems of different types. The governance mechanisms are (1) markets, (2) authority-based hierarchies and (3) consensus-based hierarchies. They conclude that markets are well suited for situations in which the problem is decomposable and directional search is thought appropriate; that consensus-based hierarchies generate large organisational costs and thus should be used only when the gains from consensus are large, which is the case for problems that are highly complex and non-decomposable; and that an authority-based hierarchy is preferable to the use of markets for cases where heuristic search is applicable and not preferred for those situations where directional search is optimal. The use of authority-based hierarchy is thought best when problems are moderately complex.29

Foss (2007, p. 44) argues that the use of the problem as the unit of analysis is limited in that it is, in the main, designed to help an understanding of the governance of knowledge creation – that is, problem solving by combining knowledge – not an understanding of knowledge sharing or integration. An additional point that is not clear from the discussion above is how ‘new economy’ firms differ from ‘old economy’ firms. Both old and new economy firms have problems to solve and can choose between the alternatives Nickerson and Zenger consider to solve them. Thus, it is not clear how this approach can explain the changes to the firm we see happening as a result of the knowledge economy.

VII Conclusion

Current research offers an increased understanding of how markets operate in the knowledge economy and some understanding of the effect of this on corporate strategy and related management issues.30 This, however, stops short of an actual theory of the knowledge firm. While it is, as Foss (1997, p. 309) notes, ‘... generally recognized that knowledge problems are behind all interesting aspects of economic organization, and that the major function of, for example, firms is to cope with the economic problems introduced by


30 See, for example, Arora et al. (2001), Carley (2000), Kling and Lamb (2000), Leibold et al. (2005), Shapiro and Varian (1999) and Smith et al. (2000).
changing, partial, tacit, complex, asymmetrical, etc., knowledge’, it must also be recognised that none of the orthodox theories of the firm captures the full implications of knowledge for economic organisation.

The previous sections made this point by briefly outlining the effects of the increasing importance of knowledge for the mainstream theories of the firm. Relationship-specific investment-induced hold-up arguments for vertical integration are at their weakest when dealing with human capital. Human capital cannot be owned in the same way as physical capital and so the investor in human capital can act opportunistically whether an employee or not. The incentive-system theory assumes the use of a physical asset rather than a human capital asset in the production process. Neither the ownership nor the value of a human asset can be transferred and so such an asset cannot determine where the boundaries of the firm lie within the model. The extensions of the GHM framework offered by Brynjolfsson (1994) and Rabin (1993) inherits the implicit owner–manager restriction of the original GHM framework and thus are of limited use when modelling the knowledge firm. When we turn to the location of production, the models suggest that we should, in general terms, see a movement back towards home production but we are not given a specific relationship between knowledge and plant size or production location. The knowledge-based theory of the firm deals no better with the increasing importance of knowledge in the economy.

We are left with an unsatisfactory model of the (knowledge) firm and thus we are unable to give guidance on either empirical or policy questions that flow, via changes to the firm, from the development of the knowledge economy. Firms’ organisational structures are changing in response to the increased prominence of information and knowledge in the production process. In the new economy, not only will we see changes in the location of production, but even if production still takes place within a traditional firm, a factory or an office, that firm may have a very different structure and organisation from that which we see today. As an example, consider the case noted in Section I where Rajan and Zingales (2003, p. 87) argue that we are in fact seeing a new ‘kinder, gentler firm’. This is in response to the increase in the importance of human capital, along with increased competition and access to finance, all of which have increased the worker’s importance and improved the outside options for workers, thereby changing the balance of power within firms. Rajan and Zingales (2003, p. 87) also argue that the biggest challenge for the owners and management today is to manage in an environment of much reduced authority. Today, authority has to be gained by persuading workers that the workplace is an attractive one and one that they would hate to lose. To do this, management has to ensure that work is enriching, that responsibilities are handed down, and that rich bonds develop not only among workers but also between workers and management.

Another example is Cowen and Parker (1997) who make a similar point about the changes to organisational structures that the new economy is bringing about. For them:

> Information as a factor of production is making old functional structures and methods of organisation and planning redundant in many areas of business.
The successful use of knowledge involves not only its generation, but also its mobilisation and integration, requiring a change in the way it is handled and processed. (Cowen and Parker, 1997, p. 12)

Organisational change, according to Cowen and Parker, is the consequence of the increasing need to make use of market principles within the firm and the growing importance of human capital. They note that as far as a firm’s labour force is concerned, the emphasis has now shifted towards encouraging knowledge acquisition, skills and adaptability since these are seen as critical in maintaining a competitive advantage. (Cowen and Parker, 1997, p. 32).

Firms are obliged to rely more on market-based mechanisms as the most efficient way of processing and transmitting information and giving the firm the flexibility but also the focus it requires. Companies are decentralising their management systems as a way of coping with the uncertainty and pace of change in their markets. The aim is to ensure that those with the required knowledge and right incentives are the ones making the decisions and taking responsibility for the outcomes. Cowen and Parker (1997, pp. 25–8) emphasise how advances in ICTs underlie the capacity to combine the advantages of this organisational flexibility with mass production.31

Another pressure on the organisation of firms is suggested by Klein (1988). Insofar as he is right that hold-up problems can be based on human capital as much as on physical capital, it is a problem that will, most likely, only get worse as we move towards more human capital-based firms. Klein argues that vertical integration can solve potential hold-up problems even if they hinge on human capital. He sees vertical integration as organisational ownership. The major reason human capital-based hold-up cannot occur after integration is because collusion is difficult with a large number of agents. As Klein (1988, p. 220) explains in terms of the General Motors Fisher Body example, post-integration, the Fisher brothers could not hold up General Motors by telling all the employees to leave General Motors and turn up at a new address on Monday morning. This is neither legally possible, since the workers are no longer employees of Fisher Body, nor economically feasible. But if integration is, at least partly, an answer to human capital hold-up, then it is a reason for firms to become larger rather than smaller as has been argued above.32

31 In addition to Cowen and Parker (1997), see Gable and Ellig (1993) and Koch (2007) for more detail on market-based management.

32 Klein’s argument is somewhat problematic. Freeland (2000) raises one issue in that he sees vertical integration creating, not solving, hold-up problems. Freeland argues that vertical integration can increase vulnerability to hold-up as it did for General Motors. He argues that in the case of the General Motors Fisher Body integration, hold-up was not an issue before integration but that the Fisher brothers successfully held up General Motors post-integration. Thus far from reducing opportunistic behaviour, vertical integration increased General Motors’s vulnerability to rent-seeking behaviour based on human asset specificity. In addition, the Klein argument is a ‘large numbers argument’. If knowledge-based firms are small for other reasons, the Klein argument loses much of its power. With small numbers collusion is much easier.
Another issue with knowledge firms is what would bankruptcy mean for them? If the firm comprises only human capital resources, whose accumulated knowledge is the source of wealth creation, then predictions about what would happen at the dissolution of the firm are unclear. Who has the rights to the sell-off of the assets, when these assets are embodied in human beings? How can these assets be sold-off? How could the ‘shareholders’ or debt holders recover any of their investments?

But little of these types of changes, trade-offs and issues are captured or explained by the mainstream theory of the firm. Expanding the orthodox view of the firm to include the new reality of the knowledge economy should be an urgent issue on the economic research agenda. As was argued in Section I, changes to the firm matter simply because so much economic activity takes place within their boundaries. As a consequence, changes to the firm will help determine who are the ‘winners and losers’ from the knowledge economy. As in all previous ‘economic revolutions’, this is the ultimate issue with the knowledge economy.
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